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Abstract:  14 

In this paper, a Gaussian process regression surrogate model with transfer learning (TL-GPRSM) is 15 

introduced to reduce the computational cost of structural reliability analysis by using the input–16 

output relationship of the source analysis having similarities with that of the target analysis. In 17 

addition, automatic relevance determination (ARD) is introduced for providing the explainability of 18 

the constructed model and confidence assurance of transfer learning. Two verifications were 19 

conducted: (i) the surrogate modeling of the live-load performance analysis of a steel bridge with 20 

corrosion by applying the source analysis in the undamaged condition and (ii) seismic performance 21 

 
ANN: Artificial neural network; ARD: Automatic relevance determination; COV: Coefficient of variation; DoE: Design of 

experiments; DOF: Degree of freedom; FE: finite element; GP: Gaussian process; GPR: Gaussian process regression; KS: 

Kolmogorov—Smirnov; L-BFGS: Limited-memory Broyden–Fletcher–Goldfarb–Shanno; LHS: Latin hypercube sampling; MC: 

Monte Carlo; RMSPE: Root mean square percent error; TL-GPRSM: Gaussian process regression surrogate model with transfer 

learning 
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analysis of a bridge pier, which required nonlinear time-history analyses for various earthquake loads. 22 

The results showed that TL-GPRSM was especially effective in surrogate modeling of the 23 

performance analysis with linear numerical calculations. Moreover, it was shown that the 24 

effectiveness of transfer learning in each modeling and explainability of the constructed model could 25 

be discussed based on the contributions of the model parameters estimated through ARD. 26 

 27 

Keywords: surrogate model, Gaussian process regression, transfer learning, explainability, Monte 28 

Carlo calculation, structural reliability analysis 29 

 30 

1. Introduction 31 

Structural performance evaluation requires reliability analysis wherein the limit state capacity is 32 

statistically derived. It is useful to evaluate the performances of existing structures by considering the 33 

actual structure conditions to develop maintenance plans or implement reinforcement/retrofit 34 

activities in disaster events. Statistical performance analysis requires the consideration of the 35 

uncertainties of the structural properties using Monte Carlo (MC) calculations. The MC calculations 36 

require several to ten thousands of numerical calculations with a random sampling of the input 37 

parameter space. In modeling an existing structure with deteriorations or damages, a detailed model 38 

is required to represent the damage to the structural member; therefore, the number of model 39 

parameters becomes large. Moreover, the properties to consider the uncertainties due to the 40 

deterioration or damage should be included in addition to the uncertainties of the nominal model 41 

properties. In the case of performance evaluation under a disaster load such as an earthquake load, 42 

the MC calculations of multiple input load cases should be combined to consider the input load 43 

uncertainty. Therefore, high calculation effort is required to assess the structural performance. 44 

The surrogate model is a regression model that alternates the numerical analysis constructed using 45 

training data created through design of experiments (DoE) sampling of uncertain input parameters. 46 
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The total cost of MC calculation can be reduced if a small amount of training data can appropriately 47 

represent the input–output relationship of the target numerical analysis. Numerous studies have been 48 

conducted on the application of the surrogate model to structural reliability analysis. The first 49 

application of surrogate model for the structural reliability analysis was shown by Bucher and 50 

Bourgund [1], where the performance function was approximated by the response surface method 51 

(RSM). The RSM has then been improved in many approaches, e.g., in studies by Kim et al. [2] and 52 

Zhao et al. [3]. Recently, support vector machine [4,5], polynomial chaos expansion [6,7], and 53 

artificial neural network (ANN) [8–10] are often adopted for surrogate modeling, and their 54 

effectiveness has been demonstrated. For instance, Marelli and Sudret [7] showed that the 55 

polynomial chaos expansion with active learning could construct surrogate models for structural 56 

analysis at low computational cost. The applicability of Gaussian process regression (GPR) to 57 

surrogate modeling has often been validated [11–14]. GPR [15] is a nonparametric regression 58 

method and does not require the determination of the model configuration; moreover, the number of 59 

hyperparameters required for the estimation is small, and it can be applied to nonlinear input–output 60 

relationships. For instance, Su et al. [12] conducted surrogate modeling by using GPR for the 61 

reliability analysis of bridges through finite element (FE) analysis. It was shown to be more efficient 62 

and accurate than the polynomial function-based response surface method. Avendaño et al. [14] 63 

constructed a GPR surrogate model that effectively predicts wind turbine loads with accuracy of 4% 64 

error or less. Adaptive learning method for GPR [16–22] have also been studied for efficient 65 

surrogate modeling of the structural reliability analysis, as surveyed by Moustapha et al. [23]. 66 

Adaptive learning is the method of incorporating additional learning points into the training data by 67 

evaluating the learning function. Some studies, e.g., EGRA by Bichon et al. [16] and AK-MCS by 68 

Echard et al. [17], successfully reduced the computational cost of surrogate modeling by implement 69 

adaptive sampling to the GPR. Since the AK-MCS was presented, Adaptive Kriging has been studied 70 

actively, e.g., AK-IS by Echard et al. [21] and AK-SS by Huang et al. [22]. Many studies on 71 
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surrogate modeling have been conducted, although most of them can be applied only to target 72 

calculations. However, evaluations through numerical calculations to support decision-making in the 73 

engineering field require many similar calculations. The use of the surrogate model in such scenarios 74 

will require new training data for the same modeling procedure for each calculation. In other words, 75 

a surrogate model and its outputs cannot be used to construct other surrogate models. 76 

Transfer learning (TL) is a machine learning technique in which the knowledge learned in a problem 77 

is utilized in the target problem [24]. TL is expected to be applicable to the surrogate modeling of a 78 

target numerical calculation that shows any similarity to the source numerical calculation for which a 79 

surrogate model is already available; this approach may reduce the computational costs of 80 

constructing new surrogate models. Some cases require the repetition of numerical calculations for 81 

evaluations in the civil structural engineering field. For instance, when the target calculation is the 82 

performance analysis of an existing structure with damages, the surrogate model of the numerical 83 

calculation for the initial undamaged condition is expected to be used as the source in the TL. The 84 

other is the seismic performance analysis of a structure considering various input earthquake loads. 85 

Once a surrogate model for an input earthquake load is constructed, it can be used to construct the 86 

surrogate models for other earthquake loads with similar characteristics. If the TL works effectively 87 

in these cases, the total computational cost of the structural performance evaluation is expected to be 88 

reduced. 89 

Some previous studies have used TL in surrogate modeling. Xiong et al. applied TL to the deep 90 

learning model for the thermal analysis of spacecraft [25]. Kaya and Hajimirza applied ANN with TL 91 

to the optimization problem of thin-film multilayer solar cells [26]. Tian et al. used TL to construct 92 

the variable-fidelity surrogate model with a deep neural network for the buckling analysis of a 93 

composite shell with seven design variables and a hierarchical reinforced shell with nine design 94 

variables [27]. In all verifications, the prediction errors of the constructed surrogate models that used 95 

TL were significantly reduced. However, the studies [25–27] in which TL was used for the surrogate 96 
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model assumed that the source and target data in TL are similar from the beginning of the process. In 97 

TL, the negative transfer problem is known to occur in some cases. Negative transfer refers to the 98 

issue wherein the performance of a machine learning model decreases owing to TL when the 99 

similarity between the source and target data, i.e., the input–output relationships between the source 100 

and target numerical calculations, is low [24]. For the use of TL with confidence, the possibility of 101 

this negative transfer must be considered when it is generally unknown whether the source and target 102 

numerical calculations are similar to each other. 103 

In the engineering field, it is generally required to explain the results of physics numerical 104 

calculations for their appropriate use, i.e., provide explanations for the results from the viewpoint of 105 

validity of the modeling; this requirement applies to surrogate models as well. The issue in most 106 

machine learning techniques, which are applicable to surrogate modeling, is that the training and 107 

prediction process is a black box. In the structural performance analysis using surrogate models, it is 108 

essential to know which uncertainties of the structural properties contribute significantly to the 109 

demand output to provide the explainability of the surrogate model. A previous study mentioned the 110 

necessity of demonstrating the explainability of the surrogate model. Golparvar et al. [28] 111 

constructed a surrogate model for predicting the offshore wind power using GPR with an automatic 112 

relevance determination (ARD) kernel, which can estimate the contributions to the input parameters 113 

by the hyperparameters in the ARD kernel. The ARD kernel [29,30] is the kernel function to 114 

represent the correlation function in the Gaussian process (GP) model, which can assign different 115 

weights to each input dimension, and the corresponding length-scale is larger for input dimensions 116 

that are irrelevant to the output. Wipf and Nagarajan [30] showed that ARD can be applied to the 117 

linear model estimation problem, where the inputs are sparse relative to the output, while retaining 118 

the estimation accuracy. Owing to this feature, it is expected that the construction of GPR surrogate 119 

models with an ARD kernel can estimate the parameter contribution to the output. However, very 120 

few studies have provided the explainability of the use of a machine learning technique to surrogate 121 
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modeling, especially in the structural engineering field. Furthermore, no study has considered both 122 

TL and explainability in surrogate models. 123 

This paper develops surrogate modeling using GPR with TL (TL-GPRSM). GPR is also applicable to 124 

the surrogate modeling of structural performance analysis, because it can deal with nonlinear input–125 

output relationships that may possibly emerge in the required structural analysis. In addition, as GPR 126 

is a nonparametric method, the number of model parameters to be determined can be relatively low 127 

when compared with that of other regression methods. Here, TL reduces the computational cost of 128 

surrogate modeling for structural performance analysis by considering the similarity in the input–129 

output relationships in the numerical analysis. We also propose the use of the ARD kernel for 130 

providing the explainability of the constructed surrogate model and confidence assurance of TL. The 131 

appropriately estimated ARD kernel hyperparameters are expected to be useful in evaluating the 132 

degree of the TL effect in each target surrogate modeling and solving the issue of negative transfer. 133 

In this paper, the overviews of GPR and TL are presented, and the TL-GPRSM is formulated. Then, 134 

two case studies are conducted to demonstrate the effectiveness of TL-GPRSM. The first is the live-135 

load performance evaluation analysis of a steel plate girder bridge. Here, the target domain is the 136 

maximum stress evaluation of the bridge with corrosion damages, and the source domain is that of 137 

the bridge in the initial undamaged condition. The second case study is on the seismic performance 138 

evaluation of a seismic isolation bridge pier that requires nonlinear time-history analysis. Here, the 139 

target domain is the maximum displacement evaluation of the bridge pier and rubber bearing with 140 

the input as the recorded earthquake ground motion, and the source domain contains the inputs of 141 

ground motions provided in the design standard. The effectiveness of the TL-GPRSM is verified 142 

based on the accuracy of the constructed surrogate models and effect of computational cost 143 

reductions. In addition, the contribution of TL is discussed using the similarity evaluation based on 144 

ARD. Further, the contributions of uncertain parameters estimated through ARD to the output are 145 

validated using structural engineering observations. 146 
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2. Transfer training in GPR surrogate modeling 147 

The TL-GPRSM developed in this paper is explained in this section. First, an outline of GPR with 148 

the ARD kernel function is presented, and the incorporation of TL into the GPR is demonstrated. In 149 

addition, the application of the estimated ARD parameters to validate the constructed TL-GPRSM 150 

and effect of TL is explained. 151 

 152 

2.1 GPR with ARD kernel 153 

GPR [15] is a nonparametric regression method and applicable to various input–output relationships. 154 

First, suppose an input-and-output data matrix D with number of data N is defined as shown below. 155 

𝐃𝐃 = {(𝐱𝐱1, 𝑦𝑦1), (𝐱𝐱2, 𝑦𝑦2),… , (𝐱𝐱𝑁𝑁, 𝑦𝑦𝑁𝑁)}𝑇𝑇 , (1) 156 

where x is a vector of the input parameters with length of L, and y is the output. The input–output 157 

relationship is described as  158 

𝑦𝑦 = 𝑓𝑓(𝐱𝐱). (2) 159 

Suppose that y is standardized to the zero-mean variable, and f is supposed to be generated from the 160 

following GP with zero mean.  161 

𝑓𝑓 ∼ GP�𝟎𝟎, 𝑘𝑘(𝐱𝐱, 𝐱𝐱′)� . (3) 162 

Here, GP represents the Gaussian process and k is a kernel function used to calculate the kernel 163 

matrix K, which has N rows and N columns. 164 

𝐾𝐾𝑛𝑛𝑛𝑛 = 𝑘𝑘(𝐱𝐱𝑛𝑛, 𝐱𝐱𝑚𝑚), (4) 165 

where Knm is the element of K with n rows and m columns. Because f in Eq. (2) follows the GP, as 166 

shown in Eq. (3), the output vector 𝐲𝐲 = (𝑦𝑦1, 𝑦𝑦2,… , 𝑦𝑦𝑁𝑁)𝑇𝑇  also follows the Gaussian distribution with 167 

zero mean and covariance matrix K. 168 

𝐲𝐲 ∼ 𝒩𝒩(𝟎𝟎,𝐊𝐊). (5) 169 

In this paper, we used the autoregressive relevance determination (ARD) kernel function [29]. In the 170 

ARD, the input parameters that contribute to the output can be determined automatically. Further, the 171 
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performance of regression in GPR depends on the selection of the kernel function. For instance, if 172 

the Matern5/2 kernel is selected, ARD is applied as 173 

𝑘𝑘(𝑟𝑟, 𝛉𝛉) = 𝜎𝜎2 �1 +
√

5𝑟𝑟 + 5
3

𝑟𝑟2� exp�−
√

5𝑟𝑟� ,   where   𝑟𝑟(𝐱𝐱𝑛𝑛, 𝐱𝐱𝑚𝑚) = �� 
𝐿𝐿

𝑖𝑖=1

(𝑥𝑥𝑛𝑛𝑛𝑛 − 𝑥𝑥𝑚𝑚𝑚𝑚)2

𝑙𝑙𝑖𝑖2
. (6) 174 

Here, L is the number of dimensions of the input parameter vector, and θ is a vector of the 175 

hyperparameters σ and li. Among these hyperparameters, li is called the length-scale, which indicates 176 

the contribution of the input parameter xi in the ARD. The smaller the estimation of the length-scale 177 

li, the larger is the contribution of xi to the output y. The estimator of GPR with ARD is thus the 178 

hyperparameter θ, which includes the length-scale li. To verify the contribution of each parameter, 179 

index ci was defined, which was the index converted from the length-scale li to the relative 180 

percentage contribution in each input dimension i, as below. 181 

𝑐𝑐𝑖𝑖 = 1 𝑙𝑙𝑖𝑖⁄

� �1 𝑙𝑙𝑗𝑗⁄ � 
𝐿𝐿

𝑗𝑗=1

× 100          (𝑖𝑖 = 1,2,⋯ ,𝐿𝐿) (7) 182 

In this study, the maximum likelihood estimation was used for estimating the hyperparameters of 183 

GPR model θ by adopting the limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) 184 

method [31] as the optimization method. The GPR model construction was implemented using the 185 

Python library GPy [32]. 186 

 187 

2.2. TL in TL-GPRSM 188 

TL in TL-GPRSM is implemented by the data expansion proposed by Daumé [33]. This method can 189 

apply to TL in most machine learning models including GPR by expanding the matrix of input 190 

parameters in training data to the common, source, and target parts. This makes possible to 191 

implement TL without losing advantages of GPR, applicability to nonlinear and nonparametric 192 

regressions. Furthermore, as the ARD kernel can be applied straightforward, the explainability of 193 

constructed TL-GPRSM is introduced including the effectiveness of TL. 194 
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The input–output relationship of the target numerical analysis for surrogate modeling is called the 195 

“target domain.” The “source domain” is the input–output relationship of the previously trained 196 

model. For successful TL, the input–output relationship of the source domain is required to be 197 

similar to that of the target domain. First, suppose that the source domain data Ds and target domain 198 

data Dt are described as 199 

𝐃𝐃𝑠𝑠 = �(𝐱𝐱1
𝑠𝑠, 𝑦𝑦1

𝑠𝑠), (𝐱𝐱2
𝑠𝑠, 𝑦𝑦2

𝑠𝑠),… , �𝐱𝐱𝑁𝑁𝑠𝑠
𝑠𝑠 , 𝑦𝑦𝑁𝑁𝑠𝑠

𝑠𝑠 ��, (8) 200 

𝐃𝐃𝑡𝑡 = �(𝐱𝐱1
𝑡𝑡 , 𝑦𝑦1

𝑡𝑡 ), (𝐱𝐱2
𝑡𝑡 , 𝑦𝑦2

𝑡𝑡 ),… , �𝐱𝐱𝑁𝑁𝑡𝑡
𝑡𝑡 , 𝑦𝑦𝑁𝑁𝑡𝑡

𝑡𝑡 ��, (9) 201 

where the vector x is the input variables vector and y is output value. The number of data in the 202 

source domain is Ns and that in the target domain is Nt. The data expansion for TL is implemented by 203 

configuring the expanded input vectors for the target domain ˆ tx  and source domain ˆ sx  using input 204 

vectors xs and xt, respectively, as follows: 205 

 𝐱̂𝐱𝑠𝑠 = (𝐱𝐱𝑠𝑠, 𝐱𝐱𝑠𝑠, 𝟎𝟎)  and    𝐱̂𝐱𝑡𝑡 = (𝐱𝐱𝑡𝑡, 𝟎𝟎, 𝐱𝐱𝑡𝑡). (10) 206 

The expanded input and output data DTL-GPRSM for TL-GPRSM are as follows: 207 

𝐃𝐃TL-GPRSM = �(𝐱̂𝐱1
𝑠𝑠, 𝑦𝑦1

𝑠𝑠), (𝐱̂𝐱2
𝑠𝑠, 𝑦𝑦2

𝑠𝑠),… , �𝐱̂𝐱𝑁𝑁𝑠𝑠
𝑠𝑠 , 𝑦𝑦𝑁𝑁𝑠𝑠

𝑠𝑠 �, (𝐱̂𝐱1
𝑡𝑡 , 𝑦𝑦1

𝑡𝑡 ), (𝐱̂𝐱2
𝑡𝑡 , 𝑦𝑦2

𝑡𝑡 ),… , �𝐱̂𝐱𝑁𝑁𝑇𝑇
𝑡𝑡 , 𝑦𝑦𝑁𝑁𝑇𝑇

𝑡𝑡 ��𝑇𝑇 . (11) 208 

TL can be realized by constructing a GPR model using the data matrix in Eq. (11) as training data. 209 

The objective of this formulation is to expand the input vector x to three parts: “common part,” 210 

“source part,” and “target part,” as shown in Fig. 1. TL-GPRSM is then realized by constructing a 211 

GPR model using these expanded data. This means that the information of the source domain is used 212 

in training the target domain model. Within the expanded input and output data, the common part 213 

considers both the source and target domains, the source part considers only the source domain, and 214 

the target part considers only the target domain. The contribution of each part to the constructed GPR 215 

model indicates the utility of the TL. By adopting the ARD kernel for GPR, it becomes possible to 216 

derive the contribution of each part. Here, the contribution of each input dimension can also be 217 

derived using Eq. (7). The contribution for each part can be calculated by adding the contribution ci, 218 

where i indicates the component corresponding to each part. 219 
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𝐶𝐶𝐶𝐶 = � 
𝐿𝐿𝐶𝐶

𝑖𝑖=1
𝑐𝑐𝑖𝑖,   𝐶𝐶𝑆𝑆 = �  

𝐿𝐿𝑆𝑆

𝑖𝑖=1
𝑐𝑐𝑖𝑖,  and   𝐶𝐶𝑇𝑇 = �  

𝐿𝐿𝑇𝑇

𝑖𝑖=1
𝑐𝑐𝑖𝑖. (12) 220 

Here, CC, CS, and CT are the contributions of the common, source, and target parts, and LC, LS, and LT 221 

are the number of input dimensions of the common, source, and target parts, respectively. 222 

Considering that the common part contributes to both the source and target domains, the relative 223 

magnitude of CC against CT indicates the effect of TL in predicting in the target domain. 224 

 225 

Fig. 1 Data expansion for incorporating TL into GPR 226 

 227 

2.3. Construction and validation of TL-GPRSM 228 

In the construction of TL-GPRSM developed in this paper, the training and test datasets for the 229 

source and target domains are created through numerical calculations of the structural model with the 230 

input parameter sets generated by Latin hypercube sampling (LHS) [34]. The hyperparameters of 231 

GPR are then estimated using L-BFGS optimization. 232 

The performance of constructed surrogate model was evaluated by the prediction error with respect 233 

to the test data and the accuracy of predicted probability distribution of output, which is required for 234 

the structural reliability analysis. It is particularly important for the surrogate modeling for structural 235 

reliability analysis to be able to predict the appropriate distribution of output response. The root 236 

means square percent error (RMSPE) was used for the evaluation of the prediction error. The 237 

    

Source
Domain

Target
Domain

Common Source Target

  Input Output
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agreement of distributions was evaluated using not only the overlay of cumulative distributions but 238 

also the p-value in the Kolmogorov–Smirnov (KS) test. In each verification case, the surrogate 239 

model was constructed for the ten training datasets created through ten trials of LHS sampling, and 240 

the variations in the accuracy and probability distributions were derived for evaluating the modeling 241 

stability.  242 

The computational cost of surrogate modeling was evaluated by the required number of times of 243 

numerical calculations of the structural model (e.g., FE model) to predict the accurate distribution of 244 

output response. Here, it should be noted that the computational cost of prediction using constructed 245 

surrogate model is negligible compared to the computational cost of numerical analysis of the 246 

structural model. The TL-GPRSM is expected to realize reducing the number of training data in the 247 

target domain by taking advantage of data in the source domain, which has been already existed. 248 

The explainability of the constructed surrogate model and confidence assurance of the TL were then 249 

evaluated based on the percentage contributions derived using the estimated length-scales in the 250 

ARD kernel. Structural reliability analysis is the procedure of considering the uncertainties of 251 

multiple parameters for evaluating the limit state capacity. However, the number of parameters 252 

contributing to the output required for the performance evaluation is actually limited in many cases. 253 

This sparsity of the contribution can be estimated by using the ARD kernel. The contribution of each 254 

input dimension ci, derived using Eq. (7) with the estimated length-scale li, indicates the extent to 255 

which the uncertainty of the corresponding model parameter affects the demand output. The 256 

constructed surrogate model can be accepted when the contributing model parameters can explain 257 

the structural response output behaviors from the viewpoint of the physics of the structure. 258 

Furthermore, the contributions of the common, source, and target parts, which are the summed 259 

contributions of the dimensions belonging to each part, calculated using Eq. (12), is used for 260 

evaluating the effectiveness of TL. Here, TL is considered effective when the contribution of the 261 

common part Cc against CT is relatively high. 262 
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 263 

2.4. Application example of TL-GPRSM 264 

A simple application example is shown to recognize the significance of TL-GPRSM. Here, the 265 

function models, fs and ft, are given as the source domain and the target domain, respectively.  266 

𝑓𝑓𝑠𝑠(𝐱𝐱) = 2𝑥𝑥1
2 + 𝑥𝑥2

2 + 0.00001𝑥𝑥3 + 5 (13) 267 

𝑓𝑓𝑡𝑡(𝐱𝐱) = 2𝑥𝑥1
2 − 2 (𝑥𝑥2 − 1)sin 𝑥𝑥2 + 0.00001𝑥𝑥3 + 5 (14) 268 

where x1, x2, and x3 are input variables with the range of −1≤ xi ≤1 (i =1−3), and the input vector is 269 

configured as x=(x1, x2, x3). Seeing the similarity between those two function models, only the terms 270 

of x2 acts on the output differences between the models of source domain fs and target domain ft, and 271 

contributions of the terms of x1 and x3 and the constant terms are the same in both models. In 272 

addition, the coefficient of each term indicates how much that term contributes to the output of 273 

function. It is obvious that coefficients on x3 are relatively small in both models.  274 

First, the data sets of function input-output relationships for source domain fs and target domain ft are 275 

created with the numbers of data Ns =100 and Nt =10, respectively. The samples of input variables 276 

space are plotted in Fig.2, where they are shown in the spaces of x1 and x2 because x3 less contributes 277 

to the function output, as mentioned above.  The data matrix of source domain Ds and target domain 278 

Dt are represented as: 279 

𝐃𝐃𝑠𝑠 = {�𝐱𝐱1
𝑠𝑠, 𝑓𝑓𝑠𝑠(𝐱𝐱1

𝑠𝑠)�, �𝐱𝐱2
𝑠𝑠, 𝑓𝑓𝑠𝑠(𝐱𝐱2

𝑠𝑠)�,… , �𝐱𝐱100
𝑠𝑠 , 𝑓𝑓𝑠𝑠(𝐱𝐱100

𝑠𝑠 )�}𝑇𝑇 . (15) 280 

𝐃𝐃𝑡𝑡 = {�𝐱𝐱1
𝑡𝑡 , 𝑓𝑓𝑡𝑡(𝐱𝐱1

𝑡𝑡 )�, �𝐱𝐱2
𝑡𝑡 , 𝑓𝑓𝑡𝑡(𝐱𝐱2

𝑡𝑡 )�,… , �𝐱𝐱10
𝑡𝑡 , 𝑓𝑓𝑡𝑡(𝐱𝐱10

𝑡𝑡 )�}𝑇𝑇 , (16) 281 

Then, the expanded input vectors for implementing TL are configured following Eq. (10), as: 282 

𝐱̂𝐱𝑠𝑠
𝑖𝑖 = (𝐱𝐱𝑠𝑠

𝑖𝑖, 𝐱𝐱𝑠𝑠
𝑖𝑖, 𝟎𝟎𝟏𝟏×𝟑𝟑)(𝑖𝑖 = 1 − 100)   and   𝐱̂𝐱𝑡𝑡

𝑗𝑗 = (𝐱𝐱𝑡𝑡
𝑗𝑗, 𝟎𝟎𝟏𝟏×𝟑𝟑, 𝐱𝐱𝑡𝑡

𝑗𝑗) (𝑗𝑗 = 1 − 10). (17) 283 

The data matrix for TL-GPRSM is given as follows: 284 

𝐃𝐃𝑇𝑇𝑇𝑇−𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 = {�𝐱̂𝐱𝑠𝑠
1, 𝑓𝑓𝑠𝑠(𝐱𝐱1

𝑠𝑠)�, �𝐱̂𝐱𝑠𝑠
2, 𝑓𝑓𝑠𝑠(𝐱𝐱2

𝑠𝑠)�,… , �𝐱̂𝐱𝑠𝑠
100, 𝑓𝑓𝑠𝑠(𝐱𝐱100

𝑠𝑠 )�,
                              �𝐱̂𝐱𝑡𝑡

1, 𝑓𝑓𝑡𝑡(𝐱𝐱1
𝑡𝑡 )�, �𝐱̂𝐱𝑡𝑡

2 , 𝑓𝑓𝑡𝑡(𝐱𝐱2
𝑡𝑡 )�,… , �𝐱̂𝐱𝑡𝑡

10, 𝑓𝑓𝑡𝑡(𝐱𝐱10
𝑡𝑡 )�}𝑇𝑇 (18)

 285 

The obtained surrogate model for target domain ft is then evaluated by predicting the distribution of 286 

function outputs to 1000 samples generated from the space of input variables xi with range of −1≤ xi 287 
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≤1 (i =1−3). For comparison, a GPR surrogate model without TL is also constructed only using the 288 

10 data from the target function model ft. The predicted distributions are compared in Fig.3 (a). Here, 289 

the distribution of function outputs created by assigning the same 1000 samples of input variables to 290 

the target function model ft is also shown as “True” case. The TL-GPRSM can predict the 291 

distribution closer to the true distribution than the one predicted from the GPR model without TL. 292 

The RMSPE accuracies are 0.13% and 15.2% in TL-GPRSM and GPR without TL, respectively. 293 

Also, the function field of ft predicted by the TL-GPRSM in Fig. 3(b) clearly shows good agreement 294 

with the true function field, which is shown in Fig. 2(b), compared to the function field predicted by 295 

the GPR without TL in Fig. 3(c).  296 

The contribution of each input variable in each of "Common," "Source," and "Target" parts is then 297 

evaluated by calculating cj using Eq. (7) as:  298 

𝑐𝑐𝑗𝑗 =
1/𝑙𝑙𝑗𝑗

∑  9
𝑗𝑗=1 �1/𝑙𝑙𝑗𝑗�

× 100      (𝑗𝑗 = 1,⋯ ,9), (19) 299 

where lj is length-scale in ARD kernel, and subscript j indicates the order of each input parameter in 300 

expansion data, i.e., j=1−3 indicates three input variables x1-x3 in “Common” part, j=4−6 indicates 301 

those in “Source” part, and j=7−9 are those in “Target” part. Those parts correspond to the 302 

“Common”, “Source”, and “Target” parts presented in Fig.1. Figure 4 shows calculated contribution 303 

index cj. In the “Common” part, only input variable x1 has non-zero value. This indicates that the 304 

terms of x1 contribute similarly to both function outputs of the source domain fs and the target 305 

domain ft. On the other hand, there is no contribution in x2 in “Common” part, and the term of x2 306 

shows significant contribution in each of “Source” and “Target” parts. These points are 307 

understandable because the terms of x1 are the same in the two function models, fs and ft, and the 308 

terms of x2 are different between them, as shown in Eqs. (13) and (14). In addition, almost zero 309 

values in x3 in all parts indicate consistency with the point that the terms of x3 have small coefficients 310 

in both model functions.  311 
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The effect of TL can be determined by the summation of contribution cj in each part, which are CC, 312 

CS, and CT expressed in Eq. (12). The calculated values of CC, CS, and CT are 39.5, 27.1 and 33.4, 313 

respectively. It can be said that the TL worked effectively for the appropriate surrogate modeling 314 

from the point that the relative value of common part contribution CC against target part contribution 315 

CT was large in this application example.  316 

 317 

 (a) Source domain (data samples NS =100)                 (b) Target domain (data samples NT =10) 318 
Fig. 2 Function field of source and target domain models and created training data (described in “×”) 319 

 320 

 321 
(a) Distributions of function outputs 322 
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  323 
(b) Predicted function field (TL-GPRSM)       (c) Predicted function field (GPR without TL) 324 
Fig. 3 Prediction performance of constructed surrogate models for target function model ft 325 

 326 

Fig. 4 Estimated contributions of model parameter uncertainties  327 
(Left: Common part, Center: Source part, Right: Target part) 328 

 329 

3. Live-load capacity evaluation of plate girder bridge 330 

TL-GPRSM is expected to be applicable to the case wherein the number of input parameters and 331 

their uncertainties change in the source and target domains of the TL. In existing structures, the 332 

number of uncertain parameters and their degrees of uncertainties may change from those at the time 333 

of new construction owing to damage or deterioration. In this case, if TL-GPRSM is effective, the 334 

computational cost of the reliability analysis can be reduced by using the data saved in the design 335 

phase. In this section, we use the analytical model of a steel plate girder bridge with damaged 336 

sections. The surrogate model was constructed by applying TL-GPRSM to the data before and after 337 

the damage, and its effectiveness in reducing the computational cost was verified. The effectiveness 338 

of TL and adaptation to the sparsity of input parameters using ARD contribution estimation were also 339 
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verified. 340 

 341 

3.1 FE modeling and evaluation analysis 342 

The numerical analysis as the target of surrogate modeling in this paper was the structural reliability 343 

analysis of a simply supported steel plate girder bridge considering the damage of corrosion at the 344 

end of the main girder, which was conducted in a previous study by the authors [35]. The bridge is a 345 

testbed structure for the numerical study designed based on the Japanese design standard [36]. The 346 

bridge consists of five main I-shape steel girders, a reinforced concrete (RC) slab, and steel bearings 347 

with a span length of 20.0 m and width of 10.7 m. The FE model of the bridge was constructed using 348 

the general-purpose FE analysis software Abaqus 6.14. Figure 5(a) shows the overall view of the 349 

constructed whole-bridge FE model. Here, the five main girders and concrete slab were modeled 350 

using the shell element, and the members of the steel bearings were described using the solid element. 351 

The output response for the performance evaluation was the maximum Mises stress at the region 352 

near the ends of each main girder under static loading of the designed live load introduced in the 353 

Japanese design standard [36]. The convergence of the mesh size to the output response was verified 354 

to determine the mesh size configuration for the whole-bridge model; however, the determined 355 

number of elements became excessively large. Therefore, the half-girder model was prepared to 356 

reduce the computational cost, as shown in Fig. 5(a). Here, the previously determined mesh 357 

configuration was retained, and the continuity condition at the mid-span cross-section was applied 358 

with symmetry preservation. In addition, the input live load was adjusted to obtain the stress 359 

distribution at the main girder as the output, which was consistent with that obtained in the whole-360 

bridge model analysis. The total number of elements in the half-girder model was 104,799. Most 361 

parameters of the initial model without damages were determined based on the nominal properties of 362 

steel and RC used in the bridge design. The friction coefficient of the contact surface between the 363 

upper and lower parts of the steel bearing was set to 0.2, which is the generally used value of the 364 
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coefficient for metal contact surfaces. In the constructed initial FE model, the static deflection under 365 

the designed live load satisfied the requirement for the limit state in the design standard [36]. Then, 366 

the FE model for the performance evaluation under the damaged condition was constructed. The 367 

corrosion at the main girders and bearings was represented by setting the individual areas in the main 368 

girders, as shown in Fig. 5(b), to reduce the thickness at the corroded areas and by increasing the 369 

friction coefficients at the corroded bearings, respectively. The effect of cracks at the concrete slab 370 

was considered by reducing the Young’s modulus of the elements of the slab. The input–output 371 

relationship of the initial FE model is the source domain, and that of the FE model with damages is 372 

the target domain in the TL-GPRSM. 373 

 374 
(a) Full bridge model and its half-girder model              (b) Corroded area 375 

Fig. 5 Testbed bridge FE model for verification 376 

 377 

3.2 Uncertainties of model parameters 378 

In the TL-GPRSM, the increase in the uncertainties in the structural properties due to damages is 379 

considered through TL. The parameter uncertainties were determined both in the initial FE model as 380 

the source model and in the damaged-condition FE model as the target model. In the initial FE model, 381 

sixteen parameters #1–#16 were considered, and their uncertainties were represented by the uniform 382 

distributions with nominal mean and coefficient of variation (COV), as shown in Table 1. Here, the 383 

mean and COV values were determined based on the statistical properties reported in previous 384 

40
0
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research papers and surveys, as summarized in the authors’ previous study [35]. For the damaged-385 

condition FE model, three parameters #17–#19 were added to represent the effect of corrosion, that is, 386 

the thickness reduction at the corroded areas. In addition, the probability distribution of the friction 387 

coefficient #8 (Cf) was changed to represent the decrease in the moving function due to the corrosion, 388 

and the distribution of the Young’s modulus of the concrete slab #3 (Ec) was changed to consider the 389 

effect of cracks. 390 

Figure 6 shows the distributions of the maximum Mises stress near the ends of the girders for the 391 

performance evaluation using MC calculations with 500 samples from the space of uncertain model 392 

parameters in the initial- and damaged-condition FE models. Here, the 500 samples were generated 393 

through LHS. The maximum Mises stress in the damaged-condition FE model is distributed in the 394 

range of higher stress values when compared with the distribution in the initial FE model. It can be 395 

said that the limit state capacity of yield stress is reduced owing to the damages. The distribution of 396 

the maximum Mises stress in the damaged-condition FE model is the target output of the surrogate 397 

modeling using the TL-GPRSM. The surrogate model for the initial FE model with sixteen uncertain 398 

model parameters as the inputs is the source domain, and that for the damaged-condition FE model 399 

with nineteen parameters as the inputs is the target domain. Although the number of input parameters 400 

is different between the source and target domains, the TL-GPRSM is applied by data expansion with 401 

16 dimensions for the common part, 16 dimensions for the source part, and 19 dimensions for the 402 

target part. 403 

 404 

 405 

 406 

 407 

 408 

 409 
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 410 

Table 1 Uncertainties of FE model parameters (−: N/A, *: the same as in the initial FE model) 411 

FE model parameter (Unit) 
Initial (Source) Damaged (Target) 

Nominal COV Nominal COV 

#1 Dc Density of concrete slab (kg/m3) 2400 0.0171 * * 

#2 Es 
Young's modulus of steel main girders 
(GPa) 200 0.0450 * * 

#3 Ec Young's modulus of concrete slab (GPa) 25 0.0167 22.5 0.0333 

#4 Eb Young's modulus of steel bearings (GPa) 200 0.0450 * * 

#5 Vs Poisson’s ratio of steel main girder 0.3 0.0910 * * 

#6 Vc Poisson’s ratio of concrete slab 0.2 0.0167 * * 

#7 Vb Poisson’s ratio of steel bearing 0.3 0.0910 * * 

#8 Cf Friction coefficient of steel bearing 0.2 0.0167 0.9 0.0333 

#9 Tuf1 
Thickness of upper flange of steel girder at 
near-end section (m) 0.0190 0.0121 * * 

#10 Tuf2 
Thickness of upper flange of steel girder at 
mid-span section (m) 0.0300 0.0121 * * 

#11 Tw Thickness of web plate of steel girder (m) 0.0090 0.0121 * * 

#12 Tbf1 
Thickness of lower flange of steel girder at 
near-end section (m) 0.0270 0.0121 * * 

#13 Tbf2 
Thickness of lower flange of steel girder at 
mid-span section (m) 0.0300 0.0121 * * 

#14 Tstc 
Thickness of stiffener of steel girder at 
near-end section (m) 0.0130 0.0121 * * 

#15 Tstm Thickness of stiffener of steel girder at 
mid-span section (m) 0.0100 0.0121 * * 

#16 Tstn 
Thickness of stiffener of steel girder at 
other sections (m) 0.0065 0.0121 * * 

#17 Tbf-d 
Thickness of corroded area in lower flange 
of steel girder at near-end section (m) − − 0.025 0.0270 

#18 Tw-d 
Thickness of corroded area in web plate of 
steel girder (m) − − 0.008 0.0162 

#19 Tst-d 
Thickness of corroded area in stiffener of 
steel girder at near-end section (m) − − 0.012 0.0162 

 412 
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 413 
Fig. 6 Distributions of maximum von Mises stress in the steel girder, derived using Monte Carlo 414 

calculation of FE models 415 

 416 

3.3 TL for FE model analysis in damaged condition 417 

The training dataset in the source domain was configured using the sampled 16-dimension uncertain 418 

model parameter sets and their output responses, i.e., the maximum Mises stress near the end of the 419 

girder, in the initial FE model. The dataset in the target domain comprised the inputs sampled from 420 

the space of 19-dimension uncertain parameters and their output responses in the damaged-condition 421 

FE model. The TL-GPRSM was constructed using the input-output data from the FE analysis in the 422 

initial condition as the source domain and the input-output data from the FE analysis in the damaged 423 

condition as the target domain.  424 

In the verification, a fundamental dataset that consists of 500 input–output relationships was 425 

prepared by conducting FE analysis for 500 input model parameter samples to configure the training 426 

and test datasets in the target domain. For N number of training data, N input–output relationships 427 

were randomly selected from the fundamental dataset, and the remaining were used as the test data. 428 

The accuracy of the surrogate model was verified using the RMSPE. The p-value of the KS test was 429 

also derived to evaluate the agreement between the maximum Mises stress distributions from the 430 

surrogate model and those from the MC calculation using the FE model. In each case, surrogate 431 

modeling was performed for ten training datasets for evaluating the modeling stability. 432 
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The number of training data in the source domain, i.e., the initial FE model, was varied to evaluate 433 

how it affected the accuracy of the TL-GPRSM by setting the cases of 10, 30, and 100 source 434 

domain data. The average of RMSPEs for ten GPR surrogate models for the initial FE model in each 435 

case was 3.1 in the case of 10 data, 0.10 for 30 data, and 0.0096 for 100 data. It is known that the 436 

accuracy of regression increases with the amount of data. The target surrogate model constructed 437 

using the TL-GPRSM was then verified. The RMSPE of the constructed surrogate model for the 438 

damaged-condition FE model is shown in Fig. 7. Here, the horizontal axis is the number of training 439 

data in the target domain. The red line is the accuracy obtained by the TL-GPRSM, and blue line is 440 

the result obtained using only the data from the damaged-state FE model. The average and variance 441 

of ten surrogate models constructed by ten times samplings were plotted. For each number of source 442 

domain data, the RMSPE in the TL-GPRSM converged to a low value faster than that of the 443 

surrogate model constructed using only the data from the damage-condition FE model. This indicates 444 

that the use of TL-GPRSM can reduce the number of numerical calculations of the damage-condition 445 

FE model if there are numerical results from the initial FE model. As the number of source data 446 

increases, the RMSPE value and its variation become smaller, i.e., the accuracy and stability of 447 

surrogate modeling improve. For all numbers of source domain training data, a surrogate model with 448 

accuracy of less than 1% can be obtained by using 15 training data in the target domain. For instance, 449 

considering the total computational cost, the accuracy of the surrogate model with 1% RMSPE can 450 

be achieved by using 10 source data and 15 target domain data in the TL-GPRSM. Although this 451 

accuracy can be obtained by the target-only surrogate model using 25 training data from the 452 

damaged-condition FE model, TL-GPRSM ensures higher stability.  453 

The distributions of the maximum Mises stress derived from the constructed surrogate models are 454 

depicted in Fig. 8(a). The red lines denote the cumulative distributions of the maximum Mises stress 455 

predicted from the surrogate models constructed by the TL-GPRSM using 30 source data and 15 456 

target data. The distributions obtained by ten TL-GPRSMs show good agreement with the 457 
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distribution obtained by the MC calculation of the FE model, which is shown as a black solid line. 458 

The blue lines are the distributions derived through GPR using only the 15 target domain data, which 459 

do not agree with the distribution obtained with the FE model MC calculation. Hence, the prediction 460 

stability of TL-GPRSM is much higher than that in the case of GPR modeling using only 15 target 461 

domain data. In addition, the average of R2 index, which is to evaluate regression performance, over 462 

ten trials, was 0.98 in TL-GPRSM; on the other hand, that in GPR surrogate model without TL was 463 

0.57. The R2 index also indicates that the TL-GPRSM realized more accurate surrogate modeling. 464 

The plots of the p-values in the KS test are also shown in Fig. 8(b). The high p-value indicates that 465 

the similarity between the two distributions corresponding to the surrogate model and FE model is 466 

high. As the number of target domain training data increases, the p-value in the TL-GPRSM reaches 467 

a high value faster than that in the case of the GPR model using only the target domain data. It can be 468 

concluded that high accuracy and high stability can be obtained using the surrogate model 469 

constructed with the TL-GPRSM. 470 

Figure 9 shows plots of CC, CS, and CT expressed in Eq. (12) against the number of target domain 471 

training data to evaluate the effect of TL. In each plot, the red line shows the relative value of the 472 

length-scale sum of the common part, and the blue and green lines show those of the target part and 473 

source part, respectively. Each plot represents the ten-time average for each number of target data. In 474 

these plots, the higher the value of the common part when compared with that of the target part, the 475 

greater is the effect of the TL. In Fig. 9 (a)-(c), the contribution values of all parts are almost 476 

converged for the number of target domain data of 10–15 in all cases of the source domain data. 477 

Moreover, the effect of TL increases as the number of source domain data increases. The significance 478 

of TL is enhanced when a larger number of training data is used in the source domain. 479 

Figure 10 shows the contribution of each uncertain model parameter in the constructed surrogate 480 

model, that is, the relative value of the inverse length-scale estimated in the TL-GPRSM with 30 481 

source domain data and 15 target domain data. The results are shown separately for the expanded 482 
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data vector's common, source, and target parts. First, the friction coefficient at the bearings, Cf, 483 

shows the highest contribution in the common part. This is interpreted as the similarity in the 484 

contribution of parameter Cf to the output in the target and source domains. It can also be seen that 485 

the contributions of these parameters are sparse, i.e., some parameters show little contribution; 486 

therefore, the significant parameters in the input–output relationship of the target surrogate model 487 

can be extracted from this figure. In the initial state analysis of the source domain, the parameters 488 

contributed significantly to the overall bending behavior. Regarding parameters with high 489 

contributions, the contribution of the steel girder web thickness Tw, which is related to the overall 490 

bending stiffness of the girder, was significant. The parameters Tbf1, Tstc, and Eb representing the 491 

characteristics near the girder ends, which are correlated with the boundary conditions, also had an 492 

effect. This result is reasonable based on structural engineering findings. However, in the source 493 

domain, which is the damaged-state analysis, the contribution was large for parameters related to 494 

localized deterioration damage, such as lower flange thickness Tbf-d and web thickness Tw-d at the 495 

girder end corrosion area. These estimated contributions are consistent with the findings in structural 496 

engineering that the stress at the girder end increases as the corrosion loss progresses. The validity of 497 

these estimated contributions supports the explanatory power of the TL-GPRSM. 498 

 499 

 500 
(a) Source domain data: 10 501 

 502 
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 503 

(b) Source domain data: 30 504 

 505 

 506 

(c) Source domain data: 100 507 
Fig. 7 Accuracy and stability of surrogate model against the number of target domain data 508 

 509 

 510 
(a) Comparison of cumulative distributions (TL-GPRSM: 30 source domain data and 15 target 511 

domain data, Target only: 15 target domain data) 512 
 513 
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 514 
(b) Plot of p-values in KS test (Source domain data: 30) 515 

  Fig. 8 Agreement of predicted maximum Mises stress distributions 516 

 517 

 518 
(a) Source domain data: 10 519 

  520 

 521 
(b) Source domain data: 30 522 

 523 
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 524 
(c) Source domain data: 100 525 

Fig. 9 Contributions of common, target, and source parts in TL 526 

 527 

    528 
Fig. 10 Estimated contributions of model parameter uncertainties to the maximum Mises stress in the 529 

steel girder (number of source data: 30, number of target data: 15) (Left: Common part, Center: 530 
Source part, Right: Target part) 531 

 532 
 533 

4. Performance evaluation of seismic isolated bridge pier 534 

Another application of the structural reliability analysis is performance evaluation against disaster 535 

loads such as earthquakes. Here, the structural response analysis requires a nonlinear calculation, and 536 

must be performed for various external loads that are probabilistically determined. In this section, the 537 

TL-GPRSM was verified using the earthquake response analysis for the seismic performance 538 

evaluation of an isolated RC bridge pier. In this section, TL-GPRSM is constructed with the source 539 
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domain as the input–output of seismic response analysis with the designed earthquake loads, and the 540 

target domain as the input–output of seismic response analysis for a certain input observed 541 

earthquake load. We verified whether the computational cost of the seismic performance analysis of 542 

the structure could be reduced by using the prepared data created based on numerical analysis with 543 

the designed earthquake loads. 544 

 545 

4.1 Modeling and parameter uncertainties 546 

The numerical model of a seismic isolation RC pier used in this verification corresponds to the 547 

dynamic seismic design shown in the design standard of road bridges in Japan [37]. Figure 11(a) 548 

shows the overall view of the bridge, and the target is an RC pier with seismic rubber bearing, 549 

indicated as P1. This pier was modeled using the two degree-of-freedom (DOF) lumped-mass model 550 

shown in Fig. 11(b). The masses of the superstructure and RC pier were assigned to the upper and 551 

lower lumped-masses of the 2DOF system, respectively, and the seismic isolation rubber bearing was 552 

modeled as a horizontal spring with nonlinear characteristics described using the bilinear model. The 553 

nonlinear stiffness of the RC pier was described using the Takeda model [38]. The nominal 554 

parameters were determined based on the values of the bridge properties introduced in the design 555 

standard [37], as shown in Table 2. The uncertainty of each model parameter was represented as a 556 

uniform distribution with upper and lower limits of ±10% from the nominal value. 557 

 558 

 559 

(a)  Overall view of the target bridge [37] 560 
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 561 

(b) 2DOF lumped-mass model of an isolated RC pier 562 

Fig. 11 Illustrations of target structure 563 

 564 

4.2 Input earthquake loads and nonlinear time-history analysis 565 

The input earthquake loads for the target domain in the TL-GPRSM were the designed ground 566 

motion in the design standard [39] and two observed earthquake ground motions recorded as JMA 567 

Kobe for the Kobe earthquake in 1995 and KAIHOKUBASHI for the Tohoku earthquake in 2011, as 568 

shown in Table 3. As the source domain, the designed earthquake ground motion, called Level-2 569 

ground motion, was adopted, which was used for evaluation based on the time-history analysis. Two 570 

types of Level-2 ground motions were considered, namely, Type-1 for the plate boundary type 571 

earthquake and Type-2 for the inland earthquake. In the design standard [39], three ground motions 572 

were prepared for each of Type-1, Type-2, and three ground classifications. Here, the seismic 573 

isolation bridge was allowed to be constructed on hard ground; hence, the earthquake ground 574 

motions for the corresponding ground classification were used: Type1-1-1/2/3 and Type2-1-1/2/3. 575 

For the source domain in all cases, the first ground motions of the two types, Type1-1-1 and Type2-576 

1-1, were adopted. As shown in Table 3, the second ground motion of Type-2, Type2-1-2, was set for 577 

the target domain in Case #1. One of the purposes of this verification was to investigate how the 578 

similarity in the input earthquake ground motion affected the performance of the TL-GPRSM. It 579 

should be noted that JMA KOBE was classified as an inland earthquake (Type-2) and 580 

KAIHOKUBASHI as a plate boundary type earthquake (Type-1). The acceleration response spectra 581 

for all ground motions for the target and source domains are shown in Fig. 12. In Type-1 ground 582 
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motion, high response was observed in the low-range period of less than 0.3 s, and the dominant 583 

period in Type-2 ranged from approximately 0.3 to 0.8 s. For the nonlinear time-history analysis, the 584 

time increment was set to 0.001 s, and the Newmark-β method (γ = 0.5 m, β = 0.25) was adopted for 585 

the numerical integration. The structural damping was assumed to be Rayleigh damping with the 586 

component damping coefficient of 0% for the seismic isolation bearing and 2% for the RC pier. 587 

Figure 13(a) and (b) show the response hysteresis of the RC pier and seismic rubber bearing obtained 588 

from the results of the time-history analysis for the input cases of JMA KOBE and 589 

KAIHOKUBASHI, respectively. Although both earthquake inputs had the same intensity level as the 590 

designed input earthquake for each earthquake type, and both showed the maximum displacements in 591 

the pier and bearing, the occurrences of nonlinearity were different. In Fig. 13 (a) for JMA KOBE, 592 

not only the rubber bearing but also the RC pier showed plasticized responses. However, the RC pier 593 

response was in the elastic range by utilizing the rubber bearing in Fig. 13(b) corresponding to 594 

KAIHOKUBASHI. It is well known that the nonlinear response of each member strongly depends 595 

on the input ground motion. The TL is expected to effectively consider the input–output relationship 596 

of each earthquake type trained in the source domain, in the target domain training. 597 

 598 

Table 2 Uncertain parameters of the seismic isolation bridge pier model  599 

Parameter Nominal Uncertainty  

Superstructure Mass (Mu) 604000 kg 

± 10 % 

Seismic isolation 
bearing 

Primary stiffness (Kb1) 40023.2 kN/m 

Secondary stiffness (Kb2) 6154.4 kN/m 

Yield load (Qb) 1117.2 kN 

RC Pier 

Mass (Mrc) 346300 kg 

Primary stiffness (Krc1) 110000 kN/m 

Secondary stiffness (Krc2) 8250 kN/m 

Yield load (Qrc) 3399 kN 

 600 
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 601 

Table 3 Target and source domain settings for verification 602 

Case # Target domain Source domain 

Case #1 Level2 Type2-1-2 Level2 Type1-1-1 (200 data) 
Level2 Type2-1-1 (200 data) 

Case #2 JMA KOBE (Type-2) Level2 Type1-1-1 (200 data) 
Level2 Type2-1-1 (200 data) 

Case #3 KAIHOKUBASHI (Type-1) Level2 Type1-1-1 (200 data) 
Level2 Type2-1-1 (200 data) 

 603 

 604 

Fig. 12 Response spectra of earthquake ground motions 605 

 606 

 607 

(a) JMA KOBE (left: pier, right: bearing) 608 
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 609 

(b) KAIHOKUBASHI (left: pier, right: bearing) 610 

Fig. 13 Response hysteresis with input earthquake ground motions in target domain in Cases #2 and 611 
#3 612 

 613 

4.3 Surrogate model construction using TL-GPRSM 614 

Figures 14−16 show the accuracies and effects of TL in the constructed surrogate models in Cases 615 

#1−#3. In this verification, all surrogate models were constructed using 200 Type1-1-1 data and 200 616 

Type2-1-1 data, with the data having a higher TL effect as the source domain data, as shown in Table 617 

3. For setting the training and testing datasets in the target domain, a fundamental dataset was 618 

prepared by creating 10,000 input–output relationships of the nonlinear time-history analysis of the 619 

2DOF lumped-mass model. In each figure, plot (a) depicts the comparison of the accuracies based on 620 

RMSPE between the surrogate models constructed using the TL-GPRSM and those constructed 621 

using GPR with only the target domain data, plotted against the number of target domain training 622 

data. Plot (b) shows the relative contributions of the common, source, and target parts, calculated 623 

from the estimated length-scales of ARD, and plot (c) depicts the comparison of the contributions of 624 

the common part for each of the two source domains: Type1-1-1 and Type2-1-1. 625 

In Case #1 with the target domain of Type2-1-2, the RMSPE of the TL-GPRSM is slightly lower 626 

than that of the surrogate model constructed using GPR in the range of number of target domain data 627 

smaller than 50; further, the accuracies in the cases with number of training data over 50 show little 628 

difference, as shown in Fig. 14(a). This means that the TL was not useful in ensuring effective 629 

surrogate modeling. From the plots in Fig. 14(b), the contribution of the common part to the target 630 
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part was almost constant, ranging from 10 to 15%, beyond the number of training data of 10. Figure 631 

14(c) shows that the contribution of Type2-1-1 was higher than that of Type1-1-1. This means that 632 

the output of the maximum displacement of the RC pier mainly considers the source domain of 633 

Type2-1-1, which is the same type of input ground motion as that of the target domain. However, the 634 

output of the rubber bearing mainly considers Type1-1-1. 635 

In Case #2 with the target domain of JMA KOBE, the surrogate models by TL-GPRSM show 636 

slightly higher accuracy for both the RC pier and isolation bearing, especially when approximately 637 

30 target domain data are used, as shown in Fig. 15(a). Figure 15(b) shows that the relationship 638 

between the contributions of the common and target parts is constant, as seen in Case #1, and the 639 

ratios of those two contributions are similar. In Fig. 15(c), the contribution of the common part for 640 

each of the two source domains shows the same trend as that in Fig. 15(c), both for the RC pier and 641 

seismic isolation bearing; however, the difference between the contributions of Type1-1-1 and 642 

Type2-1-1 decreases. 643 

In the case of KAIHOKUBASHI in Fig. 16(a), the accuracy of the TL-GPRSM for the RC pier 644 

almost overlaps that of the surrogate model constructed using only the target domain training data. 645 

However, the accuracy of the TL-GPRSM for the bearing improves, especially when the number of 646 

training data is less than 100. Considering the range in Fig. 16(b), the contribution of the common 647 

part to the target part is relatively high. This indicates that the TL was effective in the surrogate 648 

model construction for the RC pier in this case. However, the RMSPE of the bearing surrogate model 649 

was approximately three times higher than those of all the other surrogate models, including those of 650 

the two previous cases. Figure 16(c) does not show a clear trend in which source domain data were 651 

selected in the TL for the surrogate model of the RC pier; however, for the bearing, there was a 652 

tendency to select the source domain of Type2-1-1, although the KAIHOKUBASHI ground motion 653 

is related to the plate boundary. 654 

Figure 17 shows the estimated contributions of each model parameter uncertainty to the demand 655 
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output for discussing the explainability of the constructed surrogate models. Here, the contributions 656 

to the maximum displacement of the RC pier are shown in Case #2 and Case #3 in Fig. 17(a) and (b), 657 

respectively. Notice that highly nonlinear behavior occurred in Case #2 (JMA KOBE) but did not 658 

occur in Case #3 (KAIHOKUBASHI), as explained in Fig. 13. The plot of red bars shows the 659 

contributions of the model parameters in the common part, the one with green bars denotes those in 660 

the source part, and the plot of blue bars denotes the contributions in the target part. It can be first 661 

understood that no parameter significantly contributed to the output in the common part in both cases. 662 

This is considered the reason why the TL was not effective in these cases. The plot of the target part 663 

indicates how each model parameter is considered in each target surrogate model. It can be seen that 664 

the contributions of the parameters that are related to the nonlinear behavior, such as Kb2, Qb, and 665 

Qrc, are high in Case #2 (JRA KOBE), whereas the contribution of those parameters is much lower 666 

in Case #3 (KAHOKUBASHI). These show the consistencies in the structural responses, i.e., 667 

occurrences of nonlinearity, which depend on the input earthquake waveform. Even though the effect 668 

of TL in computational cost reduction was not achieved by the TL-GPRSM in the cases considered 669 

here, the validity of the constructed surrogate models could be assured by observing the estimated 670 

contributions. Further considerations of the surrogate modeling of nonlinear dynamic systems with 671 

effective TL are required in a future study. 672 

However, the constructed surrogate models can provide appropriate distributions of the maximum 673 

displacements for seismic evaluation. Figure 18 shows the cumulative distributions of the maximum 674 

displacements of the RC pier and seismic isolation rubber bearing in Case #2. The surrogate model 675 

was constructed using TL-GPRSM with the number of target domain data as 50. Ten red lines denote 676 

the distributions from the ten surrogate models constructed by ten-time DoE samplings of the data. 677 

The black line denotes the distributions derived using the 2DOF model MC calculations with 10,000 678 

samples. Especially in the RC pier, the distribution from the surrogate model shows good agreement 679 

with those from the MC calculation along with high stability. In the bearing, the both-side tails of the 680 
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distributions from the surrogate models do not show high accuracy and stability. 681 

 682 

 683 
(a) Accuracies of constructed surrogate models (left: pier, right: bearing) 684 

 685 

 686 

(b) Contributions of common, source, and target domains (left: pier, right: bearing) 687 
 688 

 689 
(c) Contribution of common part for each source domain (left: pier, right: bearing) 690 

Fig. 14 Results of surrogate model construction in target domain of Type2-1-2 (Case #1) 691 

 692 

 693 
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 694 
(a) Accuracies of constructed surrogate models (left: pier, right: bearing) 695 

 696 

 697 
(b) Contributions of common, source, and target domains (left: pier, right: bearing) 698 

 699 

 700 
(c) Contribution of common part for each source domain (left: pier, right: bearing) 701 

Fig. 15 Results of surrogate model construction in target domain of JMA KOBE (Case #2) 702 

 703 

 704 

 705 
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 706 
(a) Accuracies of constructed surrogate models (left: pier, right: bearing) 707 

 708 

 709 
(b) Contributions of common, source, and target domains (left: pier, right: bearing) 710 

 711 

 712 
(c) Contribution of common part for each source domain (left: pier, right: bearing) 713 

Fig. 16 Results of surrogate model construction in target domain of KAIHOKUBASHI (Case #3) 714 
 715 
 716 

 717 
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 718 
(a) Case #2 JMA KOBE (number of target domain training data: 50) 719 

 720 

 721 
 (b) Case #3 KAIHOKUBASHI (number of target domain training data: 50) 722 

Fig. 17 Estimated contributions of model parameter uncertainties to the maximum displacement of 723 
the RC pier (Left: Common part, Center: Source part, Right: Target part) 724 
 725 

 726 
 727 
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 728 
(a) RC pier                                     (b) Rubber bearing 729 

Fig. 18 Prediction of cumulative distribution of output values by TL-GPRSM in Case #2  730 
 731 
 732 

5. Conclusions 733 

The GPR surrogate model with TL (TL-GPRSM) was proposed in this paper. The computational cost 734 

for constructing a surrogate model of the target analysis was reduced by using the data of the input–735 

output relationships of the source analysis with any similarity to those of the target analysis. The use 736 

of the ARD kernel in GPR was suggested to evaluate the effectiveness of TL and explainability of 737 

the constructed surrogate model. Two case studies were conducted to verify the significance of TL-738 

GPRSM. The conclusions are summarized as follows: 739 

- TL-GPRSM was applied to the surrogate modeling of the live-load performance evaluation of a 740 

steel plate girder bridge with corrosion damage by applying the source analysis of the undamaged 741 

condition. The prediction error was less than 1% RMSPE when 15 target domain data were used. 742 

This is equivalent to the accuracy obtained with 25 target data for the surrogate model without TL, 743 

regardless of the number of source data. 744 

- The predicted cumulative distribution of the maximum stress in the TL-GPRSM had less 745 

uncertainty and the shape was closer to that obtained with the numerical results than the surrogate 746 

model without TL using the same number of target data. 747 

- The TL effect could be determined from the contribution of the common part calculated from the 748 
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ARD kernel. Transfer learning was determined to be more effective when the number of source data 749 

with lower RMSPE was large. Furthermore, ARD made it possible to know the contribution of the 750 

individual parameters, and the contribution of parameters related to degradation damage was high. 751 

- The seismic performance evaluation of a seismic isolation bridge pier considering the variation in 752 

the input earthquake ground motions was the second application considered for verification. This 753 

involved the surrogate modeling of nonlinear time-history analysis. It was shown that the 754 

effectiveness of TL was not as high as in the linear structural analysis in the first case; however, the 755 

TL-GPRSM was able to predict the distributions of the maximum displacements with slightly 756 

higher accuracy than the surrogate model without TL in some input cases. 757 

- In nonlinear analysis, it was possible to determine the effectiveness of TL based on the magnitude 758 

of the contribution of the common part as estimated by the ARD kernel. The contribution of each 759 

parameter to the output estimated by the ARD kernel was reasonable from the viewpoint of 760 

nonlinear structural dynamics. 761 

A future topic of study is the further consideration of surrogate modeling of nonlinear dynamic 762 

systems with effective TL. Further, the advanced DoE sampling that takes advantage of the estimated 763 

contributions in ARD is expected to reduce the computational cost of creating training data for 764 

effective TL. The selection of the kernel function in GPR with ARD is also worth considering, as the 765 

computational cost might be reduced by capturing the characteristics of the input–output relationship 766 

of the target numerical analysis appropriately. However, the results of this paper showed that the TL-767 

GPRSM was effective in constructing the surrogate model of linear numerical calculations by 768 

reducing the computational cost of the structural performance analysis with linear numerical 769 

calculation under variation in uncertainties, such as the analysis of the damaged condition based on 770 

that of the undamaged initial condition. Moreover, it was shown that the effectiveness of TL in each 771 

surrogate modeling and the explainability of the constructed model could be discussed by deriving 772 

the contributions of each parameter by using the ARD kernel. This is significant in ensuring the 773 
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acceptability of the constructed surrogate models in the structural performance evaluation for any 774 

decision-making. 775 
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